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Issues: 
The Auto dataset is a well-known dataset used in the field of machine learning and statistics, 
frequently appearing in textbooks and research papers. The dataset consists of data on the fuel 
efficiency, or the miles per gallon (mpg), of various cars, as well as four predictor variables that 
may influence car's weight, horsepower, displacement, and acceleration. The dataset is a subset of 
the larger Auto dataset found in "An Introduction to Statistical Learning with Applications in R," 
Chapter 3, page 123. 
 

1. How do the four predictor variables - displacement, horsepower, weight, and 
acceleration - impact fuel efficiency according to the multivariate linear regression 
analysis in this study? 

2. Which subset of predictors was found to be the best at describing fuel efficiency, and 
what does this imply about the influence of other predictor variables? 

3. how well the predictor variables explain the variance in fuel economy? 
4. How accurate is the model at forecasting fuel efficiency based on a given set of 

predictor data, and what does this indicate about the projected and actual fuel economy 
numbers? 

5. What recommendations can be made for automobile manufacturers and car customers 
based on the conclusions of this study? 

 
Findings: 

1. This study's multivariate linear regression analysis showed a few interesting outcomes. 
To start, it was determined that all four predictor variables—displacement, horsepower, 
weight, and acceleration—are useful in estimating fuel efficiency because their p-values 
are all significantly less than 0.05. 

2. Second, the analysis revealed that a subset of predictors, particularly horsepower and 
weight, best described the response (fuel efficiency), with the highest absolute values. 
This implies that other elements, like as displacement and acceleration, may have had a 
less influence on fuel efficiency. 

3. Lastly, the adjusted R-squared value of 0.685, which shows that almost 68.5% of the 
variance in fuel economy is explained by the predictor variables, shows that the model 
reasonably fits the data. 

4. Ultimately, it was discovered that the model had an accuracy of about 68.5% when used 
to forecast fuel efficiency based on a given set of predictor data.  

Overall, the analysis's conclusions are straightforward and offer understanding of the 
connections between engine features and fuel economy. The conclusions address the issues 
raised in the previous part and provide useful recommendations for politicians, automobile 
manufacturers, and car customers. For instance, the discovery that weight and horsepower are 
the two most significant predictors of fuel economy may prompt automakers to concentrate on 



lightening the weight of their vehicles to increase fuel efficiency. Likewise, the discovery that the 
model has an accuracy of about 68.5% may alert prospective automobile purchasers to the 
possibility that their anticipated fuel economy may vary per gallon. Overall, the analysis's 
conclusions offer a helpful place to start for additional research and beneficial decision-making. 
 
Discussion: 
The results of the multivariate linear regression analysis indicate that all four predictor variables 
- displacement, horsepower, weight, and acceleration - are useful in estimating fuel efficiency, as 
evidenced by their statistically significant p-values. Furthermore, the adjusted R-squared value 
of 0.685 suggests that the predictor variables explain about 68.5% of the variance in fuel 
economy, indicating that the model reasonably fits the data. 
                           However, it is worth noting that the coefficient for displacement is positive, but 
not statistically significant, indicating that this variable may not have a strong effect on fuel 
efficiency. In contrast, the coefficients for horsepower and weight are negative and statistically 
significant, indicating that these variables have a stronger effect on fuel efficiency. The coefficient 
for acceleration is negative, but not statistically significant, suggesting that this variable may have 
a weaker effect on fuel efficiency. 
                           In summary, the findings suggest that a subset of predictors, particularly 
horsepower and weight, are the most important predictors of fuel efficiency, while other factors 
such as displacement and acceleration may have a weaker influence. Nonetheless, it is important 
to interpret the results with caution, as the model's accuracy in predicting fuel efficiency is 
around 68.8%, which suggests that there may be other important factors that are not captured 
by the model. 
                         In general, the consequences of the results are evident and have a direct influence 
on the problems that the research attempted to tackle. The findings provide insights into the 
relationships between engine characteristics and fuel efficiency, as well as important suggestions 
for lawmakers, car buyers, and automakers. These consequences may drive future automotive 
research and decision-making, assisting in the development of more environmentally friendly 
and fuel-efficient transportation systems. 
 
Appendix A: Method 
Data collection: 

The dataset used in this analysis was obtained as a subset of the Auto data mentioned in 
“An Introduction to Statistical Learning with Applications in R”, Chapter 3, page 123.  
The subset of the data used in this analysis consists of 386 observations of 4 predictor 
variables: displacement, horsepower, weight, and acceleration, and one predicted (= 
response) variable: mpg. 

Variable creation: 
     The variables used in this analysis are as follows: 

mpg: This is the response variable representing the miles per gallon of the car. It is a     
continuous variable. 
displacement: This is a predictor variable representing the engine displacement of the car 
in cubic inches. It is a continuous variable. 



horsepower: This is a predictor variable representing the horsepower of the car. It is a   
continuous variable. 
weight: This is a predictor variable representing the weight of the car in pounds. It is a 
continuous variable. 
acceleration: This is a predictor variable representing the time taken for the car to 
accelerate from 0 to 60 miles per hour in seconds. It is a continuous variable. 

Analytic Methods: 
• In this analysis, we used multivariate linear regression to model the relationship between 

the predictor variables and the response variable. 
• Specifically, we fitted a linear regression model with mpg as the response variable and 

displacement, horsepower, weight, and acceleration as the predictor variables.  
• The model was fit using the ordinary least squares (OLS) method.  
• We evaluated the performance of the model by calculating the R-squared value and the 

root-mean-square error (RMSE) of the predictions.  
• The R-squared value measures the proportion of the variability in the response variable 

that is explained by the predictor variables, while the RMSE measures the average 
deviation between the predicted and actual values of the response variable. 

 
Appendix B: Results 
The OLS regression results present the output of a linear regression model that predicts the miles 
per gallon (mpg) of a car based on four predictor variables: displacement, horsepower, weight, and 
acceleration. The results suggest that the model is statistically significant, as the F-statistic of 210.5 
indicates that the probability of obtaining such a result by chance is very low (p < 0.05). 

 



The coefficient of determination (R-squared) is 0.688, which means that about 68.8% of the 
variation in mpg is explained by the predictor variables in the model. The adjusted R-squared is 
slightly lower at 0.685, which suggests that the model may not be overfitting the data. 
The coefficient estimates for the predictor variables indicate that only horsepower and weight have 
a statistically significant effect on mpg, as their p-values are less than 0.05. Horsepower has a 
negative coefficient of -0.0738, meaning that as horsepower increases, mpg decreases. Weight also 
has a negative coefficient of -0.0058, suggesting that as weight increases, mpg decreases. In 
contrast, displacement and acceleration do not have a statistically significant effect on mpg, as 
their p-values are greater than 0.05. 
Overall, the results indicate that the model can predict mpg based on horsepower and weight, but 
not displacement or acceleration. The results are presented in a clear and organized manner, with 
appropriate labels and references to tables and figures. However, more information is needed to 
interpret the practical significance of the findings and to draw conclusions about the research 
question(s) of interest. 
 
Appendix C: Code 
In this appendix we document python code for predictor variables - displacement, horsepower, 
weight, and acceleration and predicted variable ‘mpg’. 

 

 



 

 


