Predicting Gas Mileage with Multiple Engine Features:
A Linear Regression Approach

Issues:

The Auto dataset is a well-known dataset used in the field of machine learning and statistics,
frequently appearing in textbooks and research papers. The dataset consists of data on the fuel
efficiency, or the miles per gallon (mpg), of various cars, as well as four predictor variables that
may influence car's weight, horsepower, displacement, and acceleration. The dataset is a subset of
the larger Auto dataset found in "An Introduction to Statistical Learning with Applications in R,"
Chapter 3, page 123.

1. How do the four predictor variables - displacement, horsepower, weight, and
acceleration - impact fuel efficiency according to the multivariate linear regression
analysis in this study?

2. Which subset of predictors was found to be the best at describing fuel efficiency, and

what does this imply about the influence of other predictor variables?

how well the predictor variables explain the variance in fuel economy?

4. How accurate is the model at forecasting fuel efficiency based on a given set of
predictor data, and what does this indicate about the projected and actual fuel economy
numbers?

5. What recommendations can be made for automobile manufacturers and car customers
based on the conclusions of this study?

(98]

Findings:

1. This study's multivariate linear regression analysis showed a few interesting outcomes.
To start, it was determined that all four predictor variables—displacement, horsepower,
weight, and acceleration—are useful in estimating fuel efficiency because their p-values
are all significantly less than 0.05.

2. Second, the analysis revealed that a subset of predictors, particularly horsepower and
weight, best described the response (fuel efficiency), with the highest absolute values.
This implies that other elements, like as displacement and acceleration, may have had a
less influence on fuel efficiency.

3. Lastly, the adjusted R-squared value of 0.685, which shows that almost 68.5% of the
variance in fuel economy is explained by the predictor variables, shows that the model
reasonably fits the data.

4. Ultimately, it was discovered that the model had an accuracy of about 68.5% when used
to forecast fuel efficiency based on a given set of predictor data.

Overall, the analysis's conclusions are straightforward and offer understanding of the
connections between engine features and fuel economy. The conclusions address the issues
raised in the previous part and provide useful recommendations for politicians, automobile
manufacturers, and car customers. For instance, the discovery that weight and horsepower are
the two most significant predictors of fuel economy may prompt automakers to concentrate on



lightening the weight of their vehicles to increase fuel efficiency. Likewise, the discovery that the
model has an accuracy of about 68.5% may alert prospective automobile purchasers to the
possibility that their anticipated fuel economy may vary per gallon. Overall, the analysis's
conclusions offer a helpful place to start for additional research and beneficial decision-making.

Discussion:

The results of the multivariate linear regression analysis indicate that all four predictor variables
- displacement, horsepower, weight, and acceleration - are useful in estimating fuel efficiency, as
evidenced by their statistically significant p-values. Furthermore, the adjusted R-squared value
of 0.685 suggests that the predictor variables explain about 68.5% of the variance in fuel
economy, indicating that the model reasonably fits the data.

However, it is worth noting that the coefficient for displacement is positive, but
not statistically significant, indicating that this variable may not have a strong effect on fuel
efficiency. In contrast, the coefficients for horsepower and weight are negative and statistically
significant, indicating that these variables have a stronger effect on fuel efficiency. The coefficient
for acceleration is negative, but not statistically significant, suggesting that this variable may have
a weaker effect on fuel efficiency.

In summary, the findings suggest that a subset of predictors, particularly
horsepower and weight, are the most important predictors of fuel efficiency, while other factors
such as displacement and acceleration may have a weaker influence. Nonetheless, it is important
to interpret the results with caution, as the model's accuracy in predicting fuel efficiency is
around 68.8%, which suggests that there may be other important factors that are not captured
by the model.

In general, the consequences of the results are evident and have a direct influence
on the problems that the research attempted to tackle. The findings provide insights into the
relationships between engine characteristics and fuel efficiency, as well as important suggestions
for lawmakers, car buyers, and automakers. These consequences may drive future automotive
research and decision-making, assisting in the development of more environmentally friendly
and fuel-efficient transportation systems.

Appendix A: Method

Data collection:
The dataset used in this analysis was obtained as a subset of the Auto data mentioned in
“An Introduction to Statistical Learning with Applications in R”, Chapter 3, page 123.
The subset of the data used in this analysis consists of 386 observations of 4 predictor
variables: displacement, horsepower, weight, and acceleration, and one predicted (=
response) variable: mpg.

Variable creation:

The variables used in this analysis are as follows:

mpg: This is the response variable representing the miles per gallon of the car. Itis a
continuous variable.
displacement: This is a predictor variable representing the engine displacement of the car
in cubic inches. It is a continuous variable.



horsepower: This is a predictor variable representing the horsepower of the car. It is a
continuous variable.

weight: This is a predictor variable representing the weight of the car in pounds. It is a
continuous variable.

acceleration: This is a predictor variable representing the time taken for the car to
accelerate from 0 to 60 miles per hour in seconds. It is a continuous variable.

Analytic Methods:

In this analysis, we used multivariate linear regression to model the relationship between
the predictor variables and the response variable.

Specifically, we fitted a linear regression model with mpg as the response variable and
displacement, horsepower, weight, and acceleration as the predictor variables.

The model was fit using the ordinary least squares (OLS) method.

We evaluated the performance of the model by calculating the R-squared value and the
root-mean-square error (RMSE) of the predictions.

The R-squared value measures the proportion of the variability in the response variable
that is explained by the predictor variables, while the RMSE measures the average
deviation between the predicted and actual values of the response variable.

Appendix B: Results

The OLS regression results present the output of a linear regression model that predicts the miles
per gallon (mpg) of a car based on four predictor variables: displacement, horsepower, weight, and
acceleration. The results suggest that the model is statistically significant, as the F-statistic 0of 210.5
indicates that the probability of obtaining such a result by chance is very low (p < 0.05).

OLS Regression Results

Dep. Variable: mpg R-squared: 0.688
Model: OLS Adj. R-squared: 0.685
Method: Least Squares F-statistic: 210.5
Date: Sun, 19 Feb 2023 Prob (F-statistic): 4.35e-95
Time: 10:36:13 Log-Likelihood: -1137.4
No. Observations: 386 AIC: 2285.
Df Residuals: 381 BIC: 2305.
Df Model: 4
Covariance Type: nonrobust

coef std err t P>|t| [0.025 0.975]
const 50.0806 2.605 19.222 0.000 44.958 55.203
displacement 0.0047 0.007 0.669 0.504 -0.009 0.019
horsepower -0.0738 0.019 -3.810 0.000 -0.112 -0.036
weight -0.0058 0.001 -5.863 0.000 -0.008 -0.004
acceleration -0.1612 0.139 -1.156 0.248 -0.435 0.113
Omnibus: 41.556 Durbin-Watson: 2.026
Prob(Omnibus): 0.000 Jarque-Bera (JB): 56.634
Skew: 0.762 Prob(JB): 5.04e-13
Kurtosis: 4.094 Cond. No. 3.44e+04
Notes:
[1] Standard Errors assume that the covariance matrix of the errors is correctly specified.

[2] Th
strong

e condition number is large, 3.44e+04. This might indicate that there are
multicollinearity or other numerical problems.



The coefficient of determination (R-squared) is 0.688, which means that about 68.8% of the
variation in mpg is explained by the predictor variables in the model. The adjusted R-squared is
slightly lower at 0.685, which suggests that the model may not be overfitting the data.

The coefficient estimates for the predictor variables indicate that only horsepower and weight have
a statistically significant effect on mpg, as their p-values are less than 0.05. Horsepower has a
negative coefficient of -0.0738, meaning that as horsepower increases, mpg decreases. Weight also
has a negative coefficient of -0.0058, suggesting that as weight increases, mpg decreases. In
contrast, displacement and acceleration do not have a statistically significant effect on mpg, as
their p-values are greater than 0.05.

Overall, the results indicate that the model can predict mpg based on horsepower and weight, but
not displacement or acceleration. The results are presented in a clear and organized manner, with
appropriate labels and references to tables and figures. However, more information is needed to
interpret the practical significance of the findings and to draw conclusions about the research
question(s) of interest.

Appendix C: Code

In this appendix we document python code for predictor variables - displacement, horsepower,
weight, and acceleration and predicted variable ‘mpg’.

In [12]: df.describe()

out[12]:
displacement horsepower weight acceleration mpg

count 386.000000 386.000000 386.000000 386.000000 386.000000
mean 194.586788 103.979275 2983.862694 15.626425 23.529016
std 105.119973 37.458196  862.195226 2.821297 8.264698
min 70.000000 46.000000 1755.000000 8.000000 9.000000
25% 98.000000  75.000000 2192.500000 13.900000  17.000000
50% 146.000000  95.000000 2861.500000 15.500000  22.000000
75% 262.000000 129.750000 3641.750000 17.400000  29.500000

max 455.000000 225.000000 5140.000000 24.800000 46.600000
In [13): # Importing library
from scipy.stats import skew
# Calculate the skewness
print(skew(df, axis=0, bias=True))
[0.66967282 0.89750546 0.5162215 0.3305863 0.5553111 ]

It signifies that the distribution is postively skewed

In [14): # Importing library
from scipy.stats import kurtosis
# Calculate the kurtosis
print(kurtosis(df, axis=0, bias=True))

[-0.92691414 0.14674376 -0.8349055 0.3855405 -0.50218576]

In [15]: df.head(5)
out[15]:
hor weight { mpg
) 232.0 100 2914 16.0 20.0
1 225.0 100 3630 17.7 19.0
2 120.0 88 2160 145 36.0
3 97.0 46 1950 21.0 26.0
4 89.0 62 1845 153 29.8

In [16]: X = df[["displacement", "horsepower", "weight", "acceleration"]]
y = df["mpg"]
import statsmodels.api as sm

In [17]: X = sm.add_constant(X) # add a column of 1ls to represent the intercept term
model = sm.OLS(y, X).fit()



In [23]): print(model.summary())

OLS Regression Results

Dep. Variable: mpg R-squared: 0.688
Model: OLS Adj. R-squared: 0.685
Method: Least Squares F-statistic: 210.5
Date: Sun, 19 Feb 2023 Prob (F-statistic): 4.35e-95
Time: 21:46:53 Log-Likelihood: -1137.4
No. Observations: 386 AIC: 2285.
Df Residuals: 381 BIC: 2305.
Df Model: 4
Covariance Type: nonrobust

coef std err t P>|t| [0.025 0.975]
const 50.0806 2.605 19.222 0.000 44.958 55.203
displacement 0.0047 0.007 0.669 0.504 -0.009 0.019
horsepower -0.0738 0.019 -3.810 0.000 -0.112 -0.036
weight -0.0058 0.001 -5.863 0.000 -0.008 -0.004
acceleration -0.1612 0.139 -1.156 0.248 -0.435 0.113
Omnibus: 41.556 Durbin-Watson: 2.026
Prob(Omnibus) : 0.000 Jarque-Bera (JB): 56.634
Skew: 0.762 Prob(JB): 5.04e-13
Kurtosis: 4.094 Cond. No. 3.44e+04
Notes:

[1] Standard Errors assume that the covariance matrix of the errors is correctly specified.
[2] The condition number is large, 3.44e+04. This might indicate that there are
strong multicollinearity or other numerical problems.

In [24]: # Is at least one of the predictors useful in predicting the response?
# To answer this, we can look at the F-statistic and its associated p-value
f statistic = model.fvalue
print('f_statistic value is:', f_statistic)
p_value = model.f pvalue
if p_value < 0.05:
print("There is at least one predictor useful in predicting the response")

# Do all the predictors help to explain the response, or is only a subset of the predictors useful?
# To answer this, we can look at the p-values of the individual predictor coefficients
if all(model.pvalues[l:] < 0.05):
print("All predictors help to explain the response")
else:
print("Only a subset of the predictors is useful in explaining the response")

# How well does the model fit the data?

# To answer this, we can look at the R-squared value
r_squared = model.rsquared

print("R-squared value is:", r_squared)

# Given a set of predictor values, what response value should we predict, and how accurate is our prediction?
# To predict the response value for a set of predictor values, we can use the predict() method of the model

# To evaluate the accuracy of the prediction, we can calculate the mean squared error

predictor_values = [300, 150, 4000, 15] # Example predictor values

predictor_values = [1] + predictor_values # Add intercept term

predicted_mpg = model.predict(predictor_values)

print("Predicted mpg value is:", predicted mpg)

y_pred = model.predict(X) # predicted values for training data

mse = np.mean((y - y_pred)**2) # mean squared edror

print("Mean squared error is:", mse)

f statistic value is: 210.47881704422122

There is at least one predictor useful in predicting the response
Only a subset of the predictors is useful in explaining the response
R-squared value is: 0.6884493881837025

Predicted mpg value is: [14.84786366]

Mean squared error is: 21.22540646520601



